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ABSTRACT 

One of the foods in Indonesia that has a lot of nutritional content and benefits, one of which is 

tempe. Tempe is usually made by fermenting soybeans with mold under special conditions to 

become tempe. In the fermentation process, tempe producers need to monitor the maturity of the 

tempe until it is suitable for consumption. To detect this maturity requires a separate effort, so that 

an image processing approach is proposed in this study with the support of feature selection. An 

image allows for various features to be taken, such as texture features using GLCM and various 

color features including RGB, HSV, LAB, CMYK, YUV, HCL, HIS, LCH. With so many features, 

it is necessary to do a selection so that computation in its classification becomes efficient. This 

study aims to produce and classify tempe fermented images using the Naive Bayes method with 

Linear Discriminant Analysis (LDA) feature selection for GLCM features and eight color features 

and compare systems using LDA and not using LDA.  This study uses image processing which 

requires many features to improve research accuracy and uses feature selection to summarize it in 

order to speed up tempe detection calculations. Tempe fermentation image is divided into three 

classes, namely raw, ripe and overripe. Based on the experimental results, the average accuracy in 

the test is 84.06% while the Naïve Bayes feature without selection features is 79.63%, a difference 

of 4.43%.. In testing the fastest time is 1.87 seconds and the longest is 2.20 seconds. This shows 

that the classification of fermented tempe maturity with Naive Bayes with LDA feature selection 

can work well. 
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INTRODUCTION 

 Tempe is one of Indonesian traditional food that has many nutritional contents and benefits that 

are very popular with the people of Indonesia, so many people use tempe to be processed into other 

products.  Used to optimize people's income and to prosper the surrounding community. There are so 

many people who turn tempe into tempe chips, to find out the doneness of tempe, it is usually produce 

by fermentation into tempe and using specifically temperature and Usually Tempe entrepreneurs 

traditionally do that by drying at room temperature and hanging on the wall [1]. Usually all a long0this 

time fermented tempe made from the fungus Rhizopus sp is a well-developed mold with an perfect 

growth climate of 28-35 °C and evaporation below 65-70%. The optimum temperature and humidity 

to support tempe fermentation should be between 30°C-35°C and 60%-70% RH[1]. Meanwhile, the 

temperature in Malang between 18°C and 23°C is not conducive to mold growth. And the way to 

solve this problem is to research using incubators designed to regulate temperature and humidity 

[2][3]. Tempe fermentation with temperatures between 25 °C -37 °C with the best relative humidity 

at 70-80 % [4], but it still has to be checked so that the doneness of the tempe is as desired. 

 Research in [5], which detected tempe maturity using K-Nearest Neighbors Algorithm (KNN) 

and Principal component analysis (PCA) resulted in an accuracy of 80.63% and a time spent of 1.06 

seconds which has the potential to improve performance. Research in [6], which detects tempe 

maturity using YOLO Tiny V4 has a maximum mean average precision (mAP) of 1.00 but requires 

heavy computation so it is necessary to use Google Colaboratory. Therefore, the authors propose 

another approach, namely the use of the Naive Bayes Classifier Method. Naïve Bayes Classifier is 
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a classification method uses probability and statistical methods, namely predicting future 

opportunities based on previous experience. 

 Furthermore, in image processing for classification, feature extraction is required.. To detect the 

maturity of tempe, researchers can use a method that involves feature extraction using GLCM (Gray-

Level Co-occurrence Matrix) and color selection. GLCM is a powerful feature extraction method 

that can capture textural information from an image. Color selection, on the other hand, can help to 

distinguish between different maturity levels of tempe based on color changes. Using various color 

spaces such as HSV, LAB, CMYK, YUV, HCL, HIS, and LCH can help to improve the accuracy of 

tempe maturity detection. However, it can also lead to the problem of the curse of dimensionality 

[5], where the feature space becomes too large. To overcome this problem, dimensionality reduction 

techniques such as Linear Discriminant Analysis (LDA) can be used to select the most informative 

features that contribute the most to the classification task. 

 LDA is a linear transformation technique that can reduce the dimensionality of the feature space 

while preserving the maximum amount of class separability. It can select the features that maximize 

the between-class scatter and minimize the within-class scatter, thus providing the most 

discriminative power for the classification task. Comparing LDA to Principal Components Analysis 

(PCA), LDA tends to provide better accuracy since it takes into account the class labels and their 

distribution, whereas PCA is an unsupervised method that only considers the variance of the data.  

Therefore, LDA is more suitable for classification tasks where the goal is to distinguish between 

different classes. After the feature selection process using LDA, the Naive Bayes method can be 

used to assess the accuracy of the classification model. This study aims to classify the image of 

tempe fermentation maturity using the Naïve Bayes method using LDA. 

METHOD 

 Stages of research based on Figure 1 is to involves assembling data or images of tempe at 

different stages of maturity. The second step is preprocessing, where the images are cropped and 

processed to remove noise and make them sharper. The third step is feature extraction, where color 

features such as RGB, HSV, LAB, CMYK, YUV, HCL, HIS, and LCH are used to segment the 

image and obtain binary values that can be used for processing. The color features are used to detect 

the maturity of tempe, and LDA is used to analyze and select the most relevant features. The Naïve 

Bayes method is used to assess the accuracy of the selected features. Overall, it seems that this 

process involves a combination of image analysis and machine learning techniques to classify the 

maturity of tempe based on color features. It may be useful in quality control or production processes 

for tempe production. 

 

Figure 1. Research Framework 

 In Figure 1, it is explained that the first step is to collect data in the form of tempe images. The 

tempe image data is grouped into raw (mentah), ripe (matang), rotten (busuk) classes. The second 

step is Preprocessing where the data is cropped so that the image looks clearer and natural so as to 

reduce the effect of noise which results in the system not optimally segmenting textures using 

GLCM.  
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 Then feature extraction is a process in which segmentation and color feature testing is carried 

out to get the binary value contained in an image to be processed. At this stage color features are 

used in the form of RGB, HSV, LAB, CMYK, YUV , HCL, HIS, LCH to detaxify color images on 

tempe. This is to find out the type of tempe maturity by adding the expected color selection so that 

it can be an additional parameter for the selection feature being tested.  

 The next stage is feature selection, which is the process of selecting several features that are used 

to select the parameters that have the most influence on the features that have been tried using Linear 

Discriminant Analysis (LDA). This stage is the part where the classification determines the type of 

tempe to be studied, in this case the Naïve Bayes machine learning method is used. The last one is 

evaluating, which is the stage where the process of assessing the classification process that has been 

carried out both in terms of strengths and weaknesses, at this stage everything related to the system 

is revised and then repaired and produces accuracy. 

Tempe Fermentation Image Data 

TABLE I. SAMPLE IMAGE 

Raw 

 
  

Ripe 

 
  

Rotten 

 

 

 

 
Examples of tempe images used for this study are shown in Table I which contains raw tempe, cooked 
tempe, and rotten tempe. The data used to classify tempe image data includes 137 raw data, 137 ripe 
data, as well as 136 rotten data as many as 410 tempe data. Data from tempe producers is stored to 
retrieve training data and test data. 

Image Preprocessing 

The first thing to do is to take a picture of tempe which is then extracted into grayscale and calculated 

the value. Grayscale is a matrix0data with value represents the concentration of each pixel between 

0 and 255. All pixel represents 8 bits of memory in a grayscale image near to some of the captured 

pixel values. Since each pixel in a grayscale image is represented by 8 bits of memory, the total 

amount of memory required to store a grayscale image is typically equal to the number of pixels 

multiplied by 8 bits. 

Features Extraction 

 The RGB model is the percentage of the total visible (human-visible) color spectrum that can be 

formed or represented by mixing red, green, with blue colors with illumination scales in different 

proportions, rates and intensities (ovarlap). In extension to the RGB , there is also0an RGB 

normalize model where this model having three components,  there is r the red amount, g is the green 

amount, and b is the blue amount which represents one hundred pixels in a digital image. [7] in the 

form of RGB and will be lowered and produce other colors, namely, HSV, LAB, CMYK, YUV, 

HCL, HIS, LCH. 

 One of the various shadeation structures human beings use to pick out colorations is HSV (Hue, 

Saturation, Value). This shadeation version is regularly utilized in area of the RGB version due to 

the fact it's far towards how the human eye describes and perceives colors. The HSV color area 

version is the form transformation of an RGB color block alongside the grey axis (the diagonal axis 

of the mixture of black and white dots), developing a cone or cone on the palette. Moving along the 

vertical axis (gray), the hexagonal layer whose dimensions are perpendicular to the axis is volume. 

(Hue) H is represented by the position angle of the color on the axis of the cone circle.  The price of 
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V is measured alongside the vertical axis of the cone. Saturation S shows the diploma of saturation 

(white mild content) or the color purity price alongside the radian cone [8]. 

 LAB As a three-dimensional model, it can only be described in three-dimensional space [9], and 

when slices of components a* and b* are taken, then you get a chroma histogram a*b*. With 

CIELAB, meaning is given from each formative dimension:  

a The magnitude of CIE_L* describes the intensity of a color, 0 for black and L* = 100 for white). 

b The size of CIE_a* describes the type of green0red color,0negative number a*: green color; 

CIE_a* positive0indicates a red color. 

c The CIE_b* dimensions for the blue-yellow color type, the negative number indicates blue and 

the positive CIE_b* indicates yellow. 

CMYK color space includes cyan,0magenta,0yellow, and black. C,M,Y color values can be 

expressed as decimals between 0 and 1, and Black color values can be expressed as numbers between 

0 and 255 [10]. YUV color space consists of Y which is the luma appreception and you and V as 

chroma reception appreception. All three colors of YUV are independent of each other [10]. HIS 

color features are defined as Hue (H), 0Saturation (S), Intensity (I) terminology. The primary color 

is described by Hue, which is determined by the dominant wavelength in the spectral0distribution 

of the  light wavelength. [11]. 

HCL color space (Hue, Chroma, Luminance) was advanced by accomodating the improvement 

of the HSV and HSL color while compensating for the shortcomings of both. The advantage of this 

color0area is that the H components (color) remains conssistent alike when the luminous intensity 

or saturation of the matter changes. [12]. Local Color Histogram divides the picture into numerous 

elements after which obtains a color histogram for every part.  LCH contains more image 

information, but this method requires more computer processing. When extracting using a local color 

histogram, the first step is to group the images into blocks and get a local color histogram for each 

block. Letter two compare blocks at the same position of two images (the distance between two 

blocks is the distance between their color histograms) third Calculate the sum of the distances of all 

blocks [13]. 

Linear Discriminant Analysis (LDA) Feature Selection  

 LDA is a classifier where from the existing data there is some data that is already known to be 

the class or label. Data already known labels are used to find the discriminant function. The purpose 

of the LDA0method Is to locate linear projections ( referred to as 'fisherimage') to boost the between-

class covariance matrix (between-class0covariance matrix) so that class members are more involved 

in their roles and can ultimately increase the success of the introduction [8]. 

 The formed discriminant function serves to separate groups. The output of this discriminant 

analysis is to obtain a function that is used to group observations into one of the cllasses, which is 

then called the discriminant function. The covariance matrices in the class (Sw) and the inter-class 

covariance_matrix (Sb) are defined as equations (1) and (2). 

 𝑆𝑊 =  ∑  𝐶
𝑖=1 ∑  (𝑋𝑘

 
 𝑋𝑘∈𝑖

− 0 𝜇𝑖)(𝑋𝑘 −  𝜇𝑖) 𝑇 () 

 𝑆𝐵 =  ∑  𝐶
𝑖=1 0𝑁𝑖(𝜇𝑖 − 𝜇)(𝜇𝑖 − 𝜇) 𝑇 () 

Naïve Bayes Classifier 

 Naïve Bayes Classifier Is a separate method and can be called the Bayes theorem which has been 

considered to be able to predict the future based on the past [14]. Naïve Bayes has its own advantages 

and disadvantages, the advantages of using the Naïve Bayes classifier in classifying documents are 

seen from the way it works which0take action based on available data. Therefore, the document 

classification with their application can be personalized in another sense, the way document 

classification works can be conditioned according to the characteristics and needs of each person. 

This advantage can be felt clearly in the implementation of spam filtering that has been tested 

previously [15]. One of the machine learning methods that uses probabilistic computing is Naïve 

Bayes which utilizes simple statistics along with probability methods that assume that one another 
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is not interdependent and can be expressed from equation (3) X is unknown class data. H is the data 

hypothesis X which is a specific class. Next P(H| X) is the probability hipotesis I based on condition 

X (Posteriori probability). P(H) is the probability of hypothesis H ( prior probability). P(X|H) 

Probability based on conditions on hypothesis H: 

 𝑃(𝐻|𝑋) =
𝑃(𝐻|𝑋).𝑃(𝐻)

𝑃(𝑋)
  () 

Evaluation Process 

 Evaluation is a method or process of achieving measurable value. This method is used to predict 

the predictability of the prediction model during its run in practice [16]. Accuracy is the scale of 

accurate guess (negative and positive) on the total data, (TP) is true0positive, (TN) is0true negative, 

(FP) is false0negative, (FN) Is false negative. 

   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦          =
(TP + TN )

(TP+FP+FN+TN)
𝑥100%  () 

RESULT AND CONCLUSION 

 The data used to classify tempe image data includes 137 unripe data, 137 ripe data, also 136 

overripe data as many as 410 tempe data figure from tempe producers are stored for collection. to 

retrieve training data and test data. 

TABLE II. TRAINING NAÏVE BAYES 

Split 
Ratio 

Naïve Bayes 

Data Result 

Training Testing Accuracy Time/seconds 

10;90 41 369 82.11% 2.2 

20;80 82 328 83.73% 1.99 

30;70 123 287 90.86% 1.95 

40;60 164 246 89.43% 2.06 

50;50 205 205 90.56% 1.97 

60;40 246 164 92.68% 2.04 

70;30 287 123 90.94% 2.47 

80;20 328 82 90.04% 2.12 

90;10 369 41 91.86% 2.08 

  

 The conclusion of the training data using the Naïve Bayes approach and can be ilustrated in Table 

II. The Table shows that the outcome of the training input data using the Naïve Bayes Uniform 

approach obtain the lowest exact value, at ratio divided by 10:90 with 82.11% accuracy0with a 

learning time of 2.2 seconds. The highest accuration value is 60:40 with an accuracy of 92.68% and 

a learning time of 2.04 seconds can be identify in Figure 2. 

   

Figure 2. Matrix confusion 60:40 and naïve bayes data spreading 
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TABLE III. TRAINING NAÏVE BAYES WITH LDA 

Split 

Ratio 

Naïve Bayes 

Data Result 

Training Testing Accuracy00 Time/seconds 

10;90 41 369 100.00% 1.99 

20;80 82 328 92.68% 1.98 

30;70 123 287 90.86% 2.02 

40;60 164 246 93.90% 2.07 

50;50 205 205 92.84% 2.07 

60;40 246 164 93.22% 1.99 

70;30 287 123 92.79% 2.21 

80;20 328 82 92.27% 2 

90;10 369 41 92.23% 2.12 

  

 The conclusion of training data using Naïve Bayes approach applying LDA and can be ilustrated 

in Table III. In the Table explain that the results of training data accepting Naïve Bayes approach 

obtain the lowest exact value, namely at a division of 30:70 with an accuracy of  90.86 and a test time 

of 2.02 seconds. The highest accuracy value is at 10:90 with an accuracy of 100% and a test time of 

1.99 seconds0shown in Figure 3. 

   
Figure 3. Matrix confusion 10:90 and naïve bayes spreading 

TABLE IV. TESTING NAÏVE BAYES 

Split 

Ratio 

Naïve Bayes 

Data Result 

Training Testing Accuracy0 Time/seconds 

10;90 41 369 58.62% 2.05 

20;80 82 328 73.37% 2.00 

30;70 123 287 75.14% 2.03 

40;60 164 246 81.57% 2.13 

50;50 205 205 90.56% 1.97 

60;40 246 164 90.24% 2.01 

70;30 287 123 83.73% 2.00 

80;20 328 82 81.30% 2.05 

90;10 369 41 75.60% 2.00 

  

 The result of testing data using Naïve Bayes approach applying LDA and can be ilustrated in 

Table IV. The Table explain that the conclusion of the test data applying the Naïve Bayes approach 

obtain the highest, specific, accurate value is at ratio of 50:50 with an0accuracy of  90.56% and a 

attempt time of 1.97 seconds. The lowest accuracy amount is at a division ratio of 10:90 along with 

an0accuracy of 58.62% and a test time of 2.05 seconds can be examine in Figure 4. 
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 Figure 5. Matrix confusion 50:50 without LDA  Figure 4. Matrix confusion 10:90 with LDA 

TABLE V. TESTING NAÏVE BAYES WITH LDA 

Split 

Ratio 

Naïve Bayes 

Data Result 

Training Testing Accuracy0 Time/seconds 

10;90 41 369 70.37% 1.90 

20;80 82 328 82.72% 1.95 

30;70 123 287 82.57% 1.94 

40;60 164 246 86.17% 1.99 

50;50 205 205 92.84% 1.95 

60;40 246 164 91.05% 1.93 

70;30 287 123 87.53% 1.95 

80;20 328 82 84.55% 1.96 

90;10 369 41 78.86% 1.94 

 

 The conclusion of testing data applying the Naïve Bayes and can be seen in Table V. The Table 

explain the test0data results using the Naïve Bayes approach obtain the most accurate value, namely 

at 50:50 with an0accuracy of 92.84% and a test time of 1.95 seconds. The lowest accuracy value 

corresponding to a division of 10:90 with an accuracy of 70.37% and a testing time of 1.9 seconds 

can be viewed in Figure 5.  

TABLE VI. TIME COMPARISON 

Split 
Ratio 

Naïve Bayes 

With LDA Without LDA 

Time/seconds Time/seconds 

10;90 1.90 2.05 

20;80 1.95 2.00 

30;70 1.94 2.03 

40;60 1.99 2.13 

50;50 1.95 1.97 

60;40 1.93 2.01 

70;30 1.95 2.00 

80;20 1.96 2.05 

90;10 1.94 2.00 

 The results obtained from making comparisons written in Table VI. Show that research using 

LDA requires a smaller time estimate than the method without using LDA, the lowest time is found 

at a ratio of 60; 40 1.93 second and the longest is only 1.99 seconds at a ratio of 40; 60. All ratios 

using LDA is less than those not using LDA.  
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Figure 6. Graphic comparison between using LDA and without LDA 

 The comparison using LDA and without LDA can be identify on Figure 6. At a ratio of 10;90 to 

90;10, it can be compared that LDA use is very influential and takes less time than those who do not 

use LDA, although there is very little difference, but LDA is superior by a fraction of a second less. 

The use of LDA in this study resulted in no more than 2 seconds at all ratios. 

CONCLUSION 

 The accuracy in the training is found in the Naïve Bayes feature which is added with a selection 
feature worth 100% and which is not added a selection feature worth 92.68% at a ratio of 60:40. In 
the test dataset that has been made, in the Naïve Bayes classification, the average accuracy percentage 
of accuracy in the test is 84.06%, while the Naïve Bayes feature without selection features is 79.63%, 
a difference of 4.43%.The average training time of the Naïve Bayes classification without LDA is 
2.07 seconds while training using LDA is 2.03 seconds. For tests from LDA usage is 1.97 seconds 
while testing without LDA is 2.00 seconds. 
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